1. Attention이 무엇인가
   1. 데이터중 어디에 집중을 할 것인지
2. Self-attention
   1. 자기 자신의 문제에서 어디에 집중을 할 것인가
3. Multihead attention
   1. 해당 attention을 병렬로 처리
4. Sequence to sequence
   1. 패턴을 파악하여 외울 수 있음
   2. 순서 데이터를 순서 데이터로 변환
5. Encoding
   1. 문자를 처리하기 위해서 숫자로 바꾼다.
6. Positional encoding
   1. 문장에 있는 단어의 위치에 따라 의미가 바뀜
7. Auto encoder의 목적
   1. 정보의 축약
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